A new detection system for laser induced breakdown spectroscopy based on an acousto-optical tunable filter coupled to a photomultiplier: Application for manganese determination in steel
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1. Introduction

Laser induced breakdown spectroscopy (LIBS) is an analytical technique based on the application of one or more high power short duration laser pulses on a restricted region of the sample to be analyzed, promoting its ablation and/or excitation, with the formation of a transient plasma, whose emitted radiation is monitored by means of an appropriate detection system (wavelength selector and detector) and which is associated with the chemical composition of the sample [1,2].

In recent decades, the development of modern solid state lasers (more compact and with shorter pulse duration), high resolution and wide spectral coverage polychromators, and highly sensitive gated detectors have contributed to the increase of interest in LIBS. Nowadays, common LIBS instrumentation includes, in addition to the laser source, an optical system to drive and focus the laser radiation onto the sample and to collect the radiation emitted by the plasma, a wavelength selector, such as an optical filter [3] or a grating polychromator, and a detector, such as a photomultiplier (PMT) [4,5] (used to monitor discrete wavelengths) or a solid state sensor array. Several reviews about this promising analytical technique, including its instrumentation, have been published in recent years [1,6–12]. Recently, the use of a special kind of gratings polychromator, called an echelle polychromator, associated with an intensified charge coupled device (ICCD camera) has increased in LIBS due to its high resolution, high sensitivity and gating capabilities [13–19]. However, as the instrumental components of this special detection system are very expensive and their dimensions impede their integration into portable instruments, there is still a need for new detection systems for LIBS, preferably with high resolution and high detectivity.

One of the interesting fields of LIBS applications has been in the metallurgical industry, due to the need for fast and direct analysis of products, saving time and operating costs. Among the most analyzed samples, such as brass [20], gold [21], copper [22,23] and aluminum alloys [24,25], steel accounts for most LIBS applications [26–29], probably due to its wide industrial applications. In steel-making processes, some added elements, such as manganese, play an important role for improving mechanical and chemical properties, such as strength, toughness and heat and corrosion resistance. Thus,
the manganese content must be strictly controlled, since it contributes to determining the performance of steel materials, and a rapid and precise analytical method would be desirable [30]. Although other well-established atomic emission spectroscopic techniques, such as ICP OES, commonly have lower limits of detection and better accuracy and reproducibility than LIBS for elemental determinations, LIBS presents important advantages for fast and direct analysis of practically any kind of sample, due to its practically non-destructive feature, the possibility of micro-analysis, and other characteristics [1], making it a very attractive tool for the metallurgical industry.

Unlike dispersive polychromators, optical filters are less employed as wavelength selectors in LIBS mainly because of their lower resolution and the selection of usually just one wavelength band at their exit, limiting the number of emission lines that can be simultaneously detected to one line per filter and, therefore, reducing the capability of simultaneous multielement detection. However, due to the higher throughput of optical filters (there is no slit) in relation to dispersive spectrophotographs, modern tunable filters, such as acousto-optical tunable filters (AOTF), have been used in LIBS for plasma imaging, at a particular line emission, using a bi-dimensional sensor array [3,31–33]. An AOTF is an optical band pass filter based on the diffraction of the radiation by an acoustic wave, whose frequency determines the selected wavelength, propagating through an isotropic or anisotropic crystal medium (the material the AOTF is made of)[34,35]. The advantages of the AOTF and its applications in analytical spectrometry has been described and reviewed elsewhere [35,36]. It presents a high energy throughput, fast wavelength switching capability and robustness (no-moving parts), providing a simple optical design for a detection system at several wavelength ranges (from ultraviolet to mid-infrared). As the lower the wavelength range, the higher the resolution of AOTF, the use of an AOTF for the ultraviolet spectral range coupled to a modern photomultiplicator module, with gating capabilities, can provide a new high resolution and high sensitivity detection system for LIBS.

To the best of our knowledge, the use of AOTF as a wavelength selector for LIBS together with its analytical application for quantitative determination has not been described. Thus, the present paper describes a new detection system for LIBS, based on a collinear quartz AOTF for the ultraviolet spectral region coupled to a photomultiplicator module, and its use for manganese determination on steel.

2. Experimental section

2.1. Instrumentation

The laser source employed was an actively Q-switched Nd:YAG laser (Quanta Brilliant) with 1064 nm wavelength, 360 mJ pulse energy, 5 ns pulse duration and 20 Hz pulse repetition rate. The laser pulses were driven and focused onto the sample surface using a dichroic mirror and a BK7 biconvex lens. The lens position was adjusted so that its focus (25 cm) was located 0.5 cm below the sample surface. The emitted radiation of the plasma was collected by means of a quartz bi-convex lens (short focal length), placed at 45° in relation to the sample surface and coupled to an optical fiber bundle (2.4 mm active diameter) that was connected to the entrance of the home-made detection system. The detection system was composed basically of a quartz plane-convex collimating lens (3.8 cm focus), two α-BBO (barium borate) Glan Thompson polarizers, a quartz collinear AOTF covering the spectral range from 250 to 400 nm (Brimrose QZAF5–0.25–0.4) and a photomultiplier module (Hamamatsu H7468-03). The polarizers were placed, in a crossed configuration, in front of the entrance and the exit windows of the AOTF, with the first order beam being selected by 90° polarization rotation inside the AOTF and the zero order beam being extinguished by the polarizers. A schematic representation of that instrumental setup is shown on Fig. 1. The system also employed a radio-frequency (rf) signal generator (Brimrose VF122.5–85–PPS B2-C12) to control the AOTF and a digital delay generator (DDG – Highland Technology T550) to delay the start of the detection in relation to the application of the laser pulse. The calibration between the rf signal applied to the AOTF and the resulting wavelength selected by it was made using a Hg/Ar calibration source (Ocean Optics HG–1). A microcomputer containing a communication interface (ADLink PCI-9111) and running home-made software (developed in Microsoft Visual Basic Net 2003) was used to control the laser source, the DDG and the rf generator and for data acquisition from the photomultiplier module, as shown of Fig. 2. For comparison purposes, a commercial detection system having an echelle spectrograph (Andor Mechelle ME 5000) couple to a 1024×1024 pixel intensified charge coupled device (ICCD) camera (Andor iStar DH734-18F-03) was also employed. In this latter case, another optical fiber cable (50 μm core diameter), connected to the entrance of the echelle spectrograph, was used to collect the plasma radiation.

2.2. Samples

7 steel samples with manganese contents from 0.214 to 0.939% w/w were analyzed by LIBS using the home-made detection system. The samples were secondary standard materials, since the manganese concentrations had been previously determined by ICP OES, to show average standard deviation of the Mn concentrations of 0.008%, evaluated by analyzing five replicates of three samples with different concentration levels. In addition, a copper foil sample was also analyzed in the preliminary evaluation of the detection system.

2.3. Experimental procedure for manganese determination

The samples were pre-treated by polishing in order to remove surface contamination. Every steel sample was analyzed in 5 replicates, each applying the laser pulses at a different surface location. Each laser pulse had 110 mJ energy (adjusted by varying the laser Q-switch delay), giving a theoretical irradiance of about 4.1 × 10^{10} W cm^{-2} pulse^{-1} and a theoretical spot size of about 5.4 × 10^{-8} cm^2, calculated according to the literature [37]. The emission intensities were taken at 15 different pre-selected wavelengths covering 3 narrow spectral ranges: 5 wavelengths around 293.9 (a manganese peak), 5 around 296.0 (baseline) and 5 around 297.3 nm (an iron peak as reference). The detection was gated using 2 μs of delay time and 40 μs of integration time gate. As the AOTF is a monochromator, just one emission intensity could be taken at a specific wavelength for each laser pulse. Therefore, for each replicate, 150 laser pulses were applied in order to allow 10 emission
measurements at each wavelength. The 50 measurements for each wavelength were averaged and the 15 resulting values were integrated within each narrow spectral range, giving just 3 emission measurements per sample. Finally, the analytical signal was calculated by normalizing the result related to 293.9 nm against the result related to 297.3 nm (discussed later). The analytical signals of 5 samples were employed for the construction of an analytical curve for manganese concentration. The analytical signals of the remaining 2 samples were employed for predicting their manganese concentrations using the analytical curve. These last 2 samples were analyzed three times, repeating the above procedure, in order to obtain the standard deviations of the determinations.

3. Results and discussion

3.1. Evaluation and optimization

For the preliminary evaluation of the proposed detection system and for the optimization of the analytical parameters, one of the steel samples was chosen and analyzed and the manganese emission peak at 293.9 nm was studied in terms of signal to background ratio (S/B), full width at half maximum (FWHM) and relative standard deviation at maximum (RSD). A LIBS spectrum of this steel sample, acquired with the home-made detection system and containing the mentioned emission peak, is shown in Fig. 3a. For obtaining the spectrum, one laser pulse has to be applied for each emission signal to be acquired at each wavelength. In addition, this spectrum was an average of 50 spectra, every 10 taken at one of 5 different locations. However, in order to evaluate the S/B and the RSD, wavelength scanning was not necessary, since measurements can be made at discrete wavelengths using the AOTF, similar to the procedure described in the previous section. The S/B value was calculated for each location (after averaging the 10 measurements for each wavelength) by rationing the peak intensity (highest value) by the average background (5 values around 296 nm). Then, the final S/B value was the average of the S/B values for the different locations. The RSD was calculated using the peak intensity of the 50 measurements and the FWHM was calculated using the acquired spectra.

Firstly, the delay time was varied from 0 to 50 µs, together with the increase of the gain of the photomultiplier (as high as possible without saturating its signal), and the S/B and RSD were evaluated. The pulse energy was initially kept at a moderate value (110 mJ) and the integration time gate used was 40 µs for all this work (minimum value supported by the photomultiplier). This study was necessary because it was not possible to use high gain values of the photomultiplier without saturating its signal when non-gated detection was employed. A decrease in the background signal was observed up to 2 µs of delay time, while keeping the peak intensity, resulting in an increasing S/B value, as shown on Fig. 2a. The RSD did not vary significantly along the delay time range studied, always being lower than 8%. Therefore, a delay time of 2 µs was chosen to be used in the remainder of this work.

The second parameter optimized was the laser pulse energy. For that, similar to the delay time study, the pulse energy was varied...
from 255 to 25 mJ (by continuously increasing the laser Q-switch delay), in conjunction with the increase of the gain of the photomultiplier, and the S/B and RSD were evaluated. The result was a maximum S/B value at 110 mJ, as shown on Fig. 2b. The RSD did not vary significantly along the energy range studied, always being lower than 8%. Thus, a pulse energy of 110 mJ was chosen to be used in the remainder of this work.

At this point, the performance of the home-made detection system was compared to that of a commercial echelle-ICCD-based detection system, commonly used in LIBS, using the same analytical parameters. Both were compared in terms of S/B, FWHM and RSD for the mentioned manganese peak. For the echelle-ICCD-based detection system, a moderate gain (150 of up to 255) was employed in the microchannel plate. In addition, a procedure similar to that used for the home-made detection system was employed: 10 spectra were acquired for each of the 5 locations, resulting in 50 spectra. The results are shown in the first two lines of Table 1. As can be seen, both detection systems had similar performances in terms of sensitivity. However, the echelle-ICCD-based detection system presented a better spectral resolution (lower FWHM value), as expected due to the high resolution of the echelle spectrograph, while the home-made detection system presented a better signal repeatability (lower RSD value).

In order to evaluate the real gain of using the 2.4 mm optical fiber cable for LIBS measurements (taking advantage of the wide windows of the AOTF and the photomultiplier), the home-made detection system was also evaluated using the 50 µm optical fiber cable (the same used for the echelle-ICCD-based detection system). The results are shown in the last line of Table 1. As can be seen, although the 2.4 mm optical fiber cable allowed the collection of more radiation from the plasma, its use did not take to a better sensitivity (in terms of S/B). However, the use of the 50 µm optical fiber cable with the home-made detection system led to a worse repeatability. That can be explained by the use of a higher gain in the photomultiplier when using the 50 µm optical fiber cable and/or by the fact that it is easier to collect the radiation from a wider portion of the plasma when using a bigger optical fiber cable. This last supposition is also supported by the similar RSD values found for the echelle-ICCD-based detection system and for the home-made detection system employing the 50 µm optical fiber cable.

Although the S/B values were relatively low for the mentioned manganese emission peak, for the copper emission peak at 324.7 nm in a copper sample (a majority component in a simpler matrix), the S/B values obtained were above 50 for both detection systems, using the optimized conditions of 10 µs delay time and 78 mJ pulse energy.

### 3.2. Manganese determination

For manganese determination, the spectral region shown in Fig. 3a was chosen as it contains several manganese emission peaks that have already been used for manganese determination in steel using LIBS [29]. Two peaks in the spectrum, one at about 293.9 nm and another at about 297.3 nm, were identified as manganese and iron emission peaks, respectively, and chosen for manganese determination using iron as internal standard. In addition, the emission at about 296.0 nm, between the above mentioned two peaks, was selected for background subtraction. Here, it is important to point out that, although AOTF is a monochromator and the simultaneous acquisition of emission signals in a given spectral range is not possible (as when using polychromators), the acquisition of specific atomic emission signals and the related background emissions is perfectly possible and viable, as shown in Fig. 3, just requiring the application of more laser pulses. It is also important to point out that, in LIBS, the background from subsequent plasma does not necessarily reflect that of the earlier plasma and, therefore, it is notoriously difficult to obtain meaningful spectra by taking background measurements on different plasma than the one used to take the analytical atomic line. In this way, it is very interesting that the approach employed in this work, by generating different plasmas for every measurement to be made at every wavelength, have worked well. We think that occurred not only because the process was reproducible on a pulse to pulse level, but also because of the high number of measurements taken and averaged for each wavelength.

Actually, for the manganese determination, emission signals were taken at 15 different wavelengths, as described in the Experimental section: 5 wavelengths around each selected emission peak and 5 more around the wavelength selected as background emission. This was done to improve signal precision by means of the integration of the emission signals related to the same spectral information. Two sets of 15 emission signals taken at these selected wavelengths for 2 steel samples with very different manganese concentrations are shown in Fig. 3b. As expected, the emission intensities around 393.9 nm were very dependent on the manganese concentrations.

After the experimental measurements were taken (as described in the experimental procedure), several approaches were investigated for the construction of the analytical curve for manganese: (i) direct use of the signals related to the manganese peak, (ii) use of the manganese signals after background subtraction, (iii) the direct ratio of the manganese signals to the respective iron signals and (iv) the ratio of the manganese signals to the respective iron signals after background subtraction of both. In addition, different regression functions were tried to fit the data. The better results, considering both the regression parameters and the prediction of the manganese concentrations, were obtained using the direct ratio of the manganese signals to the respective iron signals and an exponential regression function. The resulting analytical curve is shown in Fig. 4. As background subtraction was not necessary, new steel samples could be analyzed taking measurements at just 10 wavelengths.

### Table 1

<table>
<thead>
<tr>
<th>Detection system</th>
<th>S/B</th>
<th>FWHM/nm</th>
<th>RSD/£</th>
</tr>
</thead>
<tbody>
<tr>
<td>Echelle-ICCD*</td>
<td>2.03</td>
<td>0.24</td>
<td>15.78</td>
</tr>
<tr>
<td>AOTF-PMT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.87</td>
<td>0.5</td>
<td>10.63</td>
</tr>
<tr>
<td>AOTF-PMT&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.98</td>
<td>0.5</td>
<td>15.82</td>
</tr>
</tbody>
</table>

*S/B = signal to background ratio, FWHM = full width at half maximum, RSD = relative standard deviation between 50 measures.

<sup>a</sup> using a gain of 150 in the microchannel plate.

<sup>b</sup> using a gain related to 410 V applied in the PMT and the 2.4 mm optical fiber cable.

*<sup>c</sup> using a gain related to 1000 V applied in the PMT and the 50 µm optical fiber cable.
The results for the prediction of the manganese concentrations in 2 steel samples using the analytical curve are shown in Table 2. The results for the less concentrated sample presented a relatively high error in relation to the reference value, which was due to its low manganese concentration, while for the more concentrated sample presented a relatively high standard deviation, which can be explained by the decreasing slope of the regression curve as the manganese concentration increases. In addition, the precision found for the manganese prediction was possibly affected by the low number of samples used for the calibration.

Table 2

<table>
<thead>
<tr>
<th>[Mn]REF/% w/w</th>
<th>[Mn]DET/% w/w</th>
<th>Error/%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.277</td>
<td>0.334±0.028</td>
<td>20.7</td>
</tr>
<tr>
<td>0.608</td>
<td>0.597±0.151</td>
<td>1.9</td>
</tr>
</tbody>
</table>

[Mn]REF=manganese concentration determined by the reference method.
[Mn]DET=manganese concentration determined by the present method.

4. Conclusions

This paper has described the development of a home-made detection system for LIBS, composed basically of a collinear quartz AOTF for the ultraviolet spectral region coupled to a photomultiplier. The new detection system was successfully applied for manganese determination in steel samples by LIBS, using a Nd:YAG laser source for ablation and excitation.

The performance of the detection system for LIBS, after its optimization for highest detectivity using a manganese peak while analyzing a steel sample, was similar, in terms of sensitivity, and better, in terms of repeatability, to that of a commercial echelle-ICCD-based detection system. The better repeatability was provided by the use of the 2.4 mm optical fiber bundle in conjunction with the wide windows of the AOTF and the photomultiplier.

For manganese determination in steel, although the emission signals were taken at 15 wavelengths, analyses using just 10 wavelengths were possible, 5 related to a manganese peak and 5 to an iron peak. The resulting analytical curve presented a good correlation coefficient and the errors found on predicting the manganese concentrations of 2 samples using the analytical curve were relatively low for LIBS. That demonstrated the good performance of the proposed detection system for quantitative determinations in LIBS.

Although the use of high resolution dispersive polychromators coupled to an intensified gated array of detectors has become almost compulsory in LIBS, the development of alternative detection systems for LIBS, such as that described in this paper, are very important in order to contribute to the dissemination of this analytical technique. In addition, the use of AOTF in LIBS showed to be very attractive because, although AOTF is a monochromator and the simultaneous acquisition of emission signals in a given spectral range is not possible, it has no need for an entrance slit, it is sufficiently compact to be included in portable instruments and, for specific applications where the wavelengths of atomic emissions of interest are already known, it can be used to monitor the emissions at just these wavelengths, thus constituting a very versatile analyzer for LIBS.
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